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Vision Transformer (ViT)



Pyramid Vision Transformer (PVT)

ViT's Limitations
- Columnar Structure
- Low-Resolution Output
- Unsuitable for Det/Seg

Wang, Wenhai, et al. "Pyramid Vision Transformer: A Versatile Backbone for Dense Prediction without Convolutions."
arXiv preprint arXiv:2102.12122 (2021).

CNN's Limitations
- Local Receptive Field
- Fixed Weights

PVT (ours)
- A Transformer backbone 
as versatile as CNN



Overall Architecture

• Key Points
- Four Stages

- Each Stage: 
(1) Patch Emb.
(2) Transformer Enc.

- Spatial-Reduction 
Attention (SRA) for 
high-resolution input



How PVT obtains the feature pyramid?

• Adjusting the patch size (Pi) in Stage i

H×W×C H/P×W/P×
CP2

H/P×W/P×
C'

Transformer 
Encoder

Divide FC

The process of the patch embedding in Stage i



Spatial-Reduction Attention

• SRA

Compared to original multi-head attention, the complexity of SRA is Ri
2 times lower!



Detailed settings



Advantages

- Multi-Scale/High-Resolution Output

- As versatile as CNN, can be apply
to detection/segmentation

- Making pure Transformer detection/
segmentation possible, for example
(1) PVT + DETR
(2) PVT + Trans2Seg



Performance

- PVT-S vs. R50
AP: 40.4 vs. 36.3 (+4.1)

#Param: 34.2 vs. 37.7 

- PVT-L vs. X101-64x4d
AP: 42.6 vs. 41.0 (+1.6)

#Param: 71.1 vs. 95.5 (20% fewer)

RetinaNet



Deeper vs. Wider & Pretrained

- Deeper vs. Wider
Going deeper is better than going 
wider.

- Pretrained
Pretrained weights can help PVT 
converge faster and better.



Computation Cost

- FLOPs Growth Rate
ViT-S/16 > ViT-S/32 > PVT-S > R50

PVT is more suitable for medium-
resolution.

PVTv2 solve this problem by Linear SRA!!!



Improvements
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Before: Original Patch Embedding

Improved: Overlapping Patch Embedding
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Improved: Convolutional Feed-Forward

Pixel
Zero Pad

- Overlapping Patch Embedding
- Convolutional Feed-Forward
- Linear SRA
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Performance
Classification on ImageNet Detection on COCO



Future Direction

- Efficient Attention Layer
Deformable Attention, Linear SRA, ...

- Position Embedding for 2D/3D Images
CPVT, Local ViT, ...

- Pure Transformer Vision Models
Segformer, YOLOS, ....

- Transformer + NAS/Pruning/Distillation/Quantification
Visual Transformer Pruning, Patch Slimming, ...

- Multimodal Transformer (e.g., CV+NLP)
CLIP, Kaleido-BERT, ...



Thanks
Code: https://github.com/whai362/PVT

https://github.com/whai362/PVT

